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Abstract—The objective of this research is to propose two new
optical procedures for packet routing and forwarding in the
framework of transparent optical networks. The single-wave-
length label-recognition and packet-forwarding unit, which
represents the central physical constituent of the switching node,
is fully described in both cases. The first architecture is a hy-
brid opto-electronic structure relying on an optical serial-to-
parallel converter designed to slow down the label processing.
The remaining switching operations are done electronically. The
routing system remains transparent for the packet payloads. The
second architecture is an all-optical architecture and is based
on the implementation of all-optical decoding of the parallelized
label. The packet-forwarding operations are done optically. The
major subsystems required in both of the proposed architectures
are described on the basis of nonlinear effects in semiconductor
optical amplifiers. The experimental results are compatible with
the integration of the whole architecture. Those subsystems are
a 4-bit time-to-wavelength converter, a pulse extraction circuit, a
an optical wavelength generator, a 3 8 all-optical decoder and a
packet envelope detector.

Index Terms—Optical header processing, optical logic gate,
optical packet switching, semiconductor optical amplifier (SOA),
transparent optical network.

I. INTRODUCTION

I N order to cope with the rapid growth of IP traffic, the
optical network is becoming an important part of global

telecommunications infrastructure. At present, the huge ca-
pacity of optical fibers in wavelength division multiplexing
(WDM) transmission schemes is not employed optimally as
a consequence of the electronics bottleneck at the network
nodes. However, transparent networking remains a hot re-
search subject, which aims to address various issues such as
computational power, storage capacity, real-time processing,
inflexibility of configuration, and network level cost.
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Among the network switching strategies, burst-switching is
more compatible with the current state of optoelectronic tech-
nology in terms of data transparency and switching speed. Nev-
ertheless, optical packet-switching is more efficient for WDM
data communication, but, due to the limited speed on electronics
(in comparison with the available optical bandwidth in fiber
optics) and the insufficient evolution of all-optical signal-pro-
cessing alternatives, packet-based optical networks are not yet a
practical solution for the implementation of transparent optical
networks.

In packet-switching, the packets are steered towards their des-
tinations by interrogating their destination address encoded in
their header (which will be called “label” in this paper as a ref-
erence to the MPLS protocol). The packet label must be sep-
arated, recognized and possibly rewritten in every core router.
This can be time consuming given that core routers have to for-
ward millions of packets per second. As most core routers in
backbone or metro networks have only four to eight outgoing
ports, it may be possible to determine a packet’s outgoing port
by looking at only a small subset of the label bits in the desti-
nation address and thus the cost and complexity of individual
components of the all-optical label-switching node can be re-
duced. The central part of a WDM packet-switching node is the
single-wavelength (possibly waveband) label-recognition and
packet-forwarding unit. This unit is to be inserted in a com-
plete switching matrix as described for example in [1]. The total
number of single-wavelength switches is equal to the product
of the number of input fibers times the number of wavelength
per fiber. “Add-fiber-channels” and “contention feedback-de-
lays-line channels” [2] (if used) are to be counted as input fibers.
The number of output fibers (including drop-fiber-channels and
feedback-delay-line-fiber-channels) is limited by the physical
characteristics of the switch elements.

The label and the payload transmission parameters (in terms
of bit rate, wavelength and modulation format) are not neces-
sarily the same since they can be processed separately. Four
main approaches have been proposed for optical label coding:
wavelength-labeling, subcarrier multiplexing (SCM), optical or-
thogonal modulating, and bit-serial-labeling. Each method has
some specific advantages and disadvantages [3]. However, the
main concern lies in the compatibility of the method with the
various elements of the routing system. The bit-serial approach
is used in the architectures described in this article. There, both
the label and payload are modulated with the same format and at
the same bit-rate in order to simplify the emission hardware and
software. This reduces not only the packet format complexity,
but also the label duration (leading to a greater effective data
rate).
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Fig. 1. Schematic diagram of the proposed optoelectronic packet-switching system.

During the past few years, a number of header recognition
strategies dedicated to optical packet-switching have been pro-
posed. The methods reported in literature can be categorized as
interferometric methods [4], bit-pattern matching methods [5],
slowed-down label processing [6] and all-optical self-routing
methods.

Interferometric methods are based on the autocorrelation of
the packet label sequence. They are limited to specific label se-
quence coding similar to those encountered in CDMA systems.
Bit-pattern matching methods consist in comparing every input
packet label with some pre-stored bit-patterns. Here, generating
the label bit-patterns is mandatory, complex and costly.

In this paper, we present two new slowed-down label
processing method in Sections II and III, respectively.
Slowed-down label processing consists in reducing the data
rate of the label so that it can be easily processed. All-optical
“slowing down” process is demonstrated. This is particularly
important in the case of optoelectronic processing of the label
(as in Section II) since it allows usage of reduced speed (re-
duced cost) electronics. In all-optical solutions (Section III) the
slow-down operation facilitates the label processing. Both ar-
chitectures are transparent for the payload data. In order to sim-
plify the requirements in all-optical packet-switched networks
and to eliminate the need for an optical address lookup table,
a new self-routing technique will be presented in Section III
in which the allocated time for packet-label-processing and
packet-routing can be reduced via all-optical solutions. The key
objective in designing our all-optical packet-switching architec-
ture is to develop an efficient and transparent packet-forwarding
method using an optical label-switching mechanism.

II. OPTOELECTRONIC PACKET-SWITCHING SYSTEM

Our first proposal for packet-switching node architecture
is the optoelectronic packet-switch presented in Fig. 1. The
proposed architecture includes three main subsystems: syn-
chronization and buffering, label extraction and processing, and

packet forwarding. In this section, we present these subsystems
in detail. The number of bits in the label that can be extracted
sets a limit to the number of output ports (fibers). The main
limitation is here the time-to-wavelength unit described in
Section II-B, which was demonstrated for operation on 4 bits,
i.e., 16 addresses at 10 Gbit/s, which is probably more than
needed for a core-network node. Contention may occur when
two or several packets arrive at the same time (or overlap in
time) from different input fibers and aim toward the same
output port with the same wavelength (imposed by the active
switch). (No contention occurs for packets arriving from the
same fiber aiming towards the same output fiber since they are
converted to different wavelengths). In the case of contention,
the extra packet(s) can be directed toward one(several) con-
tention delay-line fiber(s) or toward an other node if nothing
else is possible. These solutions are fully analyzed in [2]. The
contention control information is available via the FPGAs in
each routing node. Another contention resolution scheme using
feed-forward buffers is summarized in Section II-C [7]. It is
much less demanding on information required by the control
unit and is therefore compatible with the all-optical switches,
which cannot provide all the information required otherwise
(as in [1] or in Section III of this paper).

A. Synchronization and Buffering

The contribution of the synchronization and buffering sub-
system is twofold; first, it conserves the packet payload infor-
mation in the optical domain during the processing and packet-
routing operations performed on the packet label, and second,
it is responsible for timing and synchronizing the different sub-
systems. Thus, the packet-label coding format and the packet
buffers must be compatible with the characteristics of all the
other subsystems.

1) Determination of Packet Arrival Times: Most of the cur-
rent clock recovery systems use a fast photo-detector followed
by an electrical clock recovery. Optoelectronic alternatives or
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Fig. 2. Single pulse-extraction circuit.

all-optical solutions have difficulties in coping with the burst
nature of packet transmission. In our design, a true clock re-
covery is not an absolute requirement. Only the beginning of
each packet must be known. Provided that there is a marker
pulse at the beginning of the packet in the form of either wave-
length, polarization, bit period or amplitude, a packet pulse-ex-
tractor subsystem can serve for determining the packet arrival
time with the required accuracy.

The proposed scheme is illustrated in Fig. 2. It comprises
a packet clock recovery circuit [8] in order to provide the
packet clock signal and an optical AND-gate to extract the
first pulse of the packet identifying its beginning. The clock
recovery module employs a Fabry-Perot Filter (FPF) and a
hybrid SOA Mach-Zehnder Interferometer (SOA-MZI). The
packet clock-recovery circuit requires two consecutive “1”s at
the beginning of each packet in order to acquire the clock and
decays within 15 bits. A second SOA-MZI switch is dedicated
to the extraction of the first pulse of the packet. The incoming
packet is logically ANDed with the locally generated packet
clock signal delayed by a single bit. In this way, the first pulse
appears in the unswitched port (U) of the MZI and is separated
from the rest of the packet, which appears in its switched port
(S).

The circuit has been evaluated with 10-Gbit/s PRBS
synchronous and asynchronous data packets of variable length.
Typical results are shown respectively in the left and right
columns of Fig. 3. Fig. 3(a) depicts the leading part of the
input data packet from a synchronous packet sequence and a
sequence of two asynchronous packets. Fig. 3(b) shows the
corresponding recovered clocks at the output of the clock
recovery module. The packet clock-recovery circuit requires
two consecutive “1’s at the beginning of each packet in order
to acquire the clock and decays within 15 bits. Fig. 3(c) and (d)
shows the corresponding extracted first pulse(s) synchroniza-
tion signals and the respective eye-diagrams at the output of
MZI 2. The extinction ratio at MZI 2 between the extracted
pulses and the following packet bits was in excess of 10 dB.

2) Optical Buffer: A fiber delay line (FDL) is a simple solu-
tion for optical buffering through which the departing times of
packets are time-shifted. However, they can only provide limited
buffer capacity and coarse delay granularity due to the bulky size

Fig. 3. Oscilloscope traces; Left column: synchronous operation (time scale
500 ps/div), right column: asynchronous operation (time scale 2.5 ns/div). (a)
Input data packets. (b) Recovered clock packets. (c) Packet-rate synchronization
pulse stream. (d) Eye diagrams (time scale 10 ps/div).

of FDL [9]. Slow light techniques are also proposed for optical
buffering applications [10].

B. Label Extraction and Processing

The basic idea relies on time-to-wavelength conversion
whereby a subset of a packet label is distributed onto distinct
wavelengths. In other words, the time-to-wavelength converter
serves as a serial-to-parallel converter. Then the parallelized
bits are processed within an electronic signal processing sub-
system in order to deliver the proper command signals to the
optical-payload switch, to the contention control unit and to the
label-swapping subsystem.
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Fig. 4. Schematic diagram of a 4-bit time-to-wavelength converter.

Fig. 5. Experimental set-up used for generating the input and clock pulses required for the test the LVDS and ADC circuits.

1) Label Extraction: A four-bit time-to-wavelength con-
verter has demonstrated in an earlier experiment at 10 Gbit/s
(see Fig. 4) [11]. Each consecutive bit of optical serial data
sequence interacts with a single bit pulse carried on one of four
distinct auxiliary wavelengths. In order to obtain the required
overlap, the amplitudes of four auxiliary lasers multiplexed on
a single optical fiber are modulated by a single pulse (generated
by the pulse packet-extraction subsystem) of a duration smaller
than or equal to the label bit-time and delayed with respect to
one another in a dispersive element [here a dispersion compen-
sating fiber (DCF)].

Theresultsoffour-bit time-to-wavelengthconversionbasedon
the four wave mixing (FWM) effect in a SOA were presented
in [11]. The data sequence (probe) at is
launched together with 4 auxiliary modulated beams (pump)
at , 1550.95 nm, 1550.15 nm, and 1549.35
nm. The maximum modulating pulsewidth is 100 ps for a data
sequenceof10Gbit/s.ThemodulatorisaMach-Zehnder
device and the DCF has 2.4 km long. The probe and pump
powers in the SOA input are 7.6 and 3.7 dBm, respectively.
The extinction ratio is between 9 and 12.5 dB. In all four cases,
the signal amplitudes are different for each wavelength due
to different FWM frequency detuning. A time-to-wavelength
converter, which enhances polarization insensitivity, has also
been demonstrated at 10 Gbit/s. Furthermore, it can be argued
that this setup is easily modified in order to cope with higher
bit rates.

2) Label Processing: The parallelized time-to-wavelength
converter output bits exits the converter with fixed delays (100
ps at 10-Gbit/s bit-rate in the previous design). These delays can
be easily compensated, either optically or electrically.

By means of four photo-detectors, the parallelized bits are
converted into electrical format. Next, they are transformed into
the low-voltage differential signaling (LVDS) format before

processing. Low-voltage power supply compatibility, low noise
generation, high noise rejection, high data rates ranging up to 2
Gbit/s, robust transmission signals, and ability to be integrated
into system level ICs are other benefits of LVDS technology.
LVDS uses a dual wire system, running with a -phaseshift
with respect to one another. A wideband transformer, such as
Mini-Circuits ADT1-1WT (0.4–800 MHz), can provide the
differential analog inputs for connecting the photo-detector
output on the ADC input.

An 8-bit Analog Devices AD9480 analog-to-digital converter
(ADC) optimized for a 250 MSPS conversion rate is used for
sampling, amplifying and buffering the electrical analog bits as
well as producing a variable detection threshold level. The con-
figuration presented in Fig. 5 is used for generating the input
and clock pulses in order to test the LVDS and ADC circuits.
As the packet pulse extractor is used in several subsystems (e.g.
ADCs’ chip enable and FPGA) it is amplified via an electrical
amplifier.

Fig. 6 displays the inputs and output of the ADC in a test
experiment. Both data and clock sequences are displayed in the
upper traces.

The two input sequences are delayed one with respect to the
other in order to emulate 3 different successive possibilities and
verify any possible cases:

• The clock bit and the input data bit are both ON: the
flip-flop output is always ‘1’ (case (a) in Fig. 6).

• The clock data remains ON while the input data bit goes
to ‘0’, then the ADC will do the sampling and the flip-flop
output returns to ‘0’ (case (b) in Fig. 6).

• The input bit is back ON but clock pulse is switch OFF:
in this situation the ADC sampling operation is halted and
the flip-flop remains in the last stored output logic state.
In this condition the value of the analogue input signal is
irrelevant (case (c) in Fig. 6).
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Fig. 6. ADC functionality test with a periodic 13-bit block sequence.

If the routing table is fixed, a logic circuit may be used to pro-
duce the required command signal. In dynamic routing, an adap-
tive algorithm must be performed. The only cost effective and
power efficient solution is using an FPGA.

The electronic command signal delivered by the label pro-
cessing subsystem is used to control the optical switch sub-
system. Different electrical voltage levels can be assigned for
different label subset bit combinations. A simple solution for
providing the different mentioned voltage levels is the utiliza-
tion of a digital-to-analog converter. DAC5686 is a 16-bit, 500
MSPS, dual-channel digital-to-analog converter manufactured
by Texas Instruments.

C. Packet Forwarding

The packet-label swapping, together with the optical spatial
switching, constitutes the forwarding operation.

1) Label Swapping: In the MPLS protocol, according to the
label look-up table in the label processing subsystem, a new
label can be generated and used to modulate a laser beam via
an optical modulator. The modulation type can be in either an
orthogonal modulation format to the payload’s [12] or in series
with the payload as suggested in the present architectures.

2) Optical Switch and Contention Resolution: Optical
switching can be performed using different technologies based
on space, time, wavelength, or code diversity. Packet for-
warding based on wavelength switching is very well adapted
to the technologies of the proposed architecture. The packet
payload is wavelength converted on the basis of the processed
label subset and then spatially switched through a wavelength
demultiplexer. Optical wavelength converters that utilize
nonlinearities in SOAs offer some advantages in terms of
integration potential, power consumption, and optical power
efficiency [13].

Optical switching in most designs is combined with con-
tention resolution, using multiple fiber delay stages consisting
of tunable wavelength converters and banks of fiber delays.
Such a scheme has been experimentally presented in [14] and
theoretically in [7]. The contention resolution (CR) scheme
shown is equivalent in terms of functionality to k parallel Time

Slot Interchangers (TSIs), whose inputs correspond to the var-
ious outputs of the spatial-switch unit designs to be launched
in the same output fiber. According to the architecture of [1],
packets at identical wavelength can arrive at these points during
overlapping periods of time.

In general, contention resolution for optical packet or burst
of packets using programmable delay lines maintains the advan-
tages of lower energy per written/read bit and smaller power dis-
sipation, as compared to electronic buffers, and have been exten-
sively used to form feed-forward or recirculating architectures.
In the feed-forward method, packets are fed into fiber delay lines
of different lengths and when a burst reaches the output it has to
be switched out. In the feedback scheme, a burst may recirculate
from the buffer output to the buffer input until contention is re-
solved and the requested outgoing link is free. The command to
set the routing paths inside the contention resolution (setting up
the wavelength converters) is provided by a contention control
unit, which is informed of the contention by the label-recogni-
tion FPGAs that have decoded and process the optical label.

III. ALL-OPTICAL PACKET-SWITCHING SYSTEM

The second architecture proposal is the all-optical solution
displayed in Fig. 7. The synchronization and buffering sub-
system is similar to that presented in Section II. The other
subsystems are described in the following sections.

A. Label Extraction and Processing

The time-to-wavelength converter is employed once again
in order to parallelize the packet label subset. Next, the paral-
lelized bits are amplified and sent to a customized optical de-
coder module which produces an optical command pulse corre-
sponding to each label subset bit combination.

A decoder is a multiple-input, multiple-output logic circuit
that converts parallel coded inputs into coded outputs. It consists
of combinational circuits that convert binary information from
n-bit coded inputs to unique outputs. The demonstration of
an all-optical 3 8 decoder based on the cross polarization
modulation (XPolM) effect in SOA at 10 Gbit/s is presented
in [15]. The measured extinction ratio of the output signals is
between 7.9 and 12 dB. The design requires only one active
optical device per output.

The bit error rate estimated an eye-diagram histogram is
on “1” and on “0” bits (PRBS ). As each decoder
output is zero for seven input bit combinations and one for only
one input bit combination, the probability of “0” and “1” bits at
each decoder output is 7/8 and 1/8, respectively. Therefore, the
bit error rate of our decoder is is well adapted to the
complete architecture.

B. Packet Forwarding

The packet-forwarding system includes four subsystems,
namely: the adaptive wavelength selection, the packet envelope
detection, the label stripping and the wavelength conversion,
which are all discussed here.

1) Adaptive Wavelength Selection: This unit is required in
order to generate or select a wavelength on which the packet
payload is to be converted based on the label processed by the
decoder unit. One step toward the all-optical architecture of
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Fig. 7. Schematic representation of an all-optical packet-switching system.

Fig. 8. Adaptive wavelength generator subsystem dedicated to setting up the
input wavelength of the wavelength converter as in Fig. 7.

Fig. 7 consists in using an optoelectronic subsystem to emulate
the wavelength generator dedicated to setting up the input wave-
length of the wavelength converter used for spatially switching
the packet payload. This optoelectronic design Fig. 8 has per-
mitted us to fully test the all-optical decoder. The packet pulse
extraction output pulse is detected and launched onto the chip-
enable input of the digital-to-analog converter (DAC). The chip
is therefore active during the time required for the operation i.e.,
the duration of a packet. The eight outputs of the decoder (shuf-
fled by an active or a passive routing matrix if required) are de-
tected and launched into the DAC inputs which consequently
send a leveled signal to the command of the tunable laser. The
detected decoder output signals must be greater than the DAC
input threshold voltage (e.g. for DAC5686 fabricated by Texas
Instruments, the input signal range is [0.1–1.25 V]). A similar
wavelength channel selection circuit, which supports 100 wave-
length channels spaced by 0.4 nm with a measured switching
time of 100 ns, has been proposed in [16]. As in the case of the
optoelectronic architecture of Section II, the electronic device
can forward information on possible contention to a control unit.
In order to provide a reconfigurable packet-switching system, a
routing matrix subsystem is proposed. It consists of a series of
interconnected elements controlled by the routing plane and is
responsible for mapping the incoming packet address to the ap-
propriate outgoing link (look-up table).

An all-optical solution consists in using all-optical flip-flops
[1] in order to provide the wavelength selection system dis-
played in Fig. 7. An optical flip-flop provides two stable wave-
lengths ( and ) and thereby is capable of serving as a
one bit memory. A flip-flop is controlled by one or two control
signals (called set and reset signals). The switching time, the
power of the set and reset pulses used to switch the device and
the integrability are the key parameters of the optical flip-flops
[4]. Each optical flip-flop has two emitting wavelengths, namely

and . The for all of the flip-flops are iden-
tical (e.g. ). It will be filtered out by the demultiplexer (cf
Fig. 7). Eight distinct wavelengths are chosen for
the eight flip-flops’ . In the first step, all of the flip-flops
are reset by the packet-pulse extraction. The output pulse of
the decoder passes through routing matrix and sets its associ-
ated optical flip-flop. Finally, the selected wavelength is
launched into the proper input of the multiplexer so as to pass
through it to the connected output.

The set and reset pulse-widths are important in this design,
which depends on the all-optical flip-flop technology. When
the label bits are modulated in RZ format, the set and reset
pulse-widths (for instance, 10 ps in bit rate of 40 Gbit/s) may
be insufficient for driving (switching) the flip-flops. Pulsewidth
conversion [17] and RZ to NRZ conversion [18] are two of the
techniques proposed for all-optical pulse broadening.

2) Packet Envelope Detection: The payload-envelope detec-
tion (PED) function is used in the label-erase/rewrite process
to precisely locate the associated payload without processing
its internal content bits. A new all-optical packet envelope de-
tection based on SOA-MZI gates is proposed; Fig. 9 shows the
schematic of this envelope detector.

In order to extract the envelope of an incoming packet, a
Fabry-Perot (FP) filter with a free spectral range (FSR) equal
to the line rate is used to transform the data packets into clock
packets with intense amplitude modulation and duration similar
to the corresponding data packets [3]. The output of the filter
is then fed into the SOA-MZI gate. By using a single control
switching scheme and by biasing the device through the SOAs
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Fig. 9. 10-Gbit/s packet envelope detector using SOA-MZI technique.

currents, the recovery time of the device is increased and as a re-
sult, the high frequency modulation harmonics of the signal are
suppressed by the SOA-MZI. The output of the device is the re-
covered packet envelope converted to the local CW wavelength.

By replacing the local CW beam by the output beam of adap-
tive wavelength selection subsystem ( in Fig. 7), a new pay-
load envelope on a packet label-based wavelength will be pro-
vided.

3) Packet Label Stripping: Recently, new labeling methods
have been proposed whereby new label generation for label
swapping in every intermediate network node is not required
[19]. The packet end-to-end label consists of multiple local la-
bels. In each intermediate node, a part of this label (associated to
the local label) is stripped off and a switching decision is made.
This procedure is repeated up to the end of the destination net-
work node. This method can simplify the proposed forwarding
architecture.

The contention resolution is somewhat equivalent to that of
Section II. However the absence of any electronic subsystem
prevents the provision of any information to a potential con-
tention control unit. This has been noticed in [1]. An alternative
contention resolution scheme is proposed to the expense of
wavelength and time-slot over-use. It must be noted that using
a post-switching contention system as described in [1] (with
for example a time-slot interchangers device described in
Section II-C) rather than feedback loops as in [2] reduces the
information required to compute the contention. Arrival time
and wavelength of packets are the only required information
since the address has been recognized in the previous stage.

IV. DISCUSSION

Both packet-switching systems presented in this paper and
illustrated in Figs. 1 and 7 are transparent for the packet payload.
The presented schemes have many other benefits, including the
following.

• packet-rate scalability: The packet bit rate is significant
in two places of the switching nodes. Due to the payload
transparency, the payload data rate must be considered only
at the level of the final wavelength conversion. Fast wave-
length conversion (40 Gbit/s) has been demonstrated. For
higher rates, other types of spatial switches may be em-
ployed since the switching speed is determined only by
the packet duration (and not the bit rate). The second im-
plication of the signal rate concerns the label subset used
for the switching and is critical only at the input of the
time-to-wavelength conversion. (After passing through the
time-to-wavelength converter, the bits are parallelized and

the initial bit-rate is no longer significant). It can be seen
easily that the only modification needed to tune the op-
eration rate of this device is to reduce the dispersion of
the dispersive element or the wavelength spacing of the
lasers in order to reduce the time difference of the colored
pulses as well as to increase the pulse modulation speed.
The packet bit-rate variation is not possible in FBG based
time-to-wavelength converters.

• Asynchronous mode operation: As shown in Fig. 4, the pro-
posed time-to-wavelength converter as well as the other
subsystems only needs receiving information on the time of
arrival of the label in order to operate properly. This timing
information is delivered internally by the packet-pulse ex-
tractor. The delay between the intermediate components
can be precisely tuned in order to deal with the delay of
each operation. Therefore, the packet switching architec-
ture proposed can cope with asynchronous operation and
are packet-length independent.

• Modularity: Every subsystem presented in Figs. 1 and 7
can be optimized separately. In other words, the realiza-
tion and the optimization of each subsystem can be done
independently.

• Flexibility: By increasing the order of the time-to-wave-
length converter, the length of the label subset processed
may be increased. FWM conversion efficiency for larger
wavelength detunings may become critical. Dual pump
based FWM methods can be used in order to overcome this
problem. On the other hand, the all-optical decoder does
not seem to be able to cope with a larger number of bits
to process. The optoelectronic solution may be better for
such cases.

• Polarization diversity: As the input packet-polariza-
tion state is unknown, using FWM or XPolM in the
time-to-wavelength converter or the optical decoder may
become problematic. A solution consists in inserting a
polarization insensitive wavelength converter such as the
one presented in [20] with a full C-band 40-Gbit/s NRZ
operation and polarization insensitive operation of the
SOA-MZI wavelength at the input of the switching system
in order to set the operational polarization to the desired
state.

V. CONCLUSION

The design and the partial implementation of a packet-routing
system are demonstrated in this article. Two solutions for a full
“single wavelength label-recognition and packet-forwarding”
unit are presented based respectively based on an optoelectronic
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architecture and an all-optical one. In both architectures, a label
subset is processed in order to route the packet. A time-to-wave-
length converter is employed as a serial-to-parallel converter.
The slowed-down parallelized label bits are processed either via
an electronic subsystem or within an all-optical decoder. The
main advantage of these approaches is the ability to route the
packets or bursts independently of packet length.

Asynchronous mode functionality of the proposed packet
label-processing module depends directly on the performance
of the pulse-packet extraction subsystem. Optical integration of
the subsystems appears to be possible and will be valuable for
reducing cost and enhancing flexibility.
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