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Ultrafast Nonlinear Interferometer (UNI)-Based
Digital Optical Circuits and Their Use In
Packet Switching

Chris Bintjas, Kyriakos Vlachos, Nikos Pleros, and Hercules AvramopoiMesber, IEEE

Abstract—Digital optical logic circuits capable of performing data packets are aggregated into circuits before transmission in
bit-wise signal processing are critical building blocks for the the network. For this reason, these networks are unsuitable for
realization of future high-speed packet-switched networks. In this nacket traffic and result in inefficient resource utilization. With
paper, we present recent advances in all-optical processing circuits the explosion of data traffic related to Internet applications,

and examine the potential of their integration into a system . o
environment. On this concept, we demonstrate serial all-optical CPtical packet/burst switchinf]-{3] has been proposed as a

Boolean AND/XOR logic at 20 Gb/s and a novel all-optical packet Method to fully exploit the advantage of statistical multiplexing,
clock recovery circuit, with low capturing time, suitable for in the sense that packets make on-demand use of the outgoing
burst-mode traffic. The circuits use the semiconductor-based ul- capacity, while at the same time taking advantage of new

trafast nonlinear interferometer (UNI) as the nonlinear switching  optical techniques to overcome the limitations related to O/E/O
element. We also present the integration of these circuits in a more qnversions.

complex unit that performs header and payload separation from : : : ;
short synchronous data packets at 10 Gb/s. Finally, we discuss a Toward this goal, serious effort has been invested during the

method to realize a novel packet scheduling switch architecture, @St few years on the implementation of the critical subsystems
which guarantees lossless communication for specific traffic required for dtrue” all-optical packet switch. Semiconductor-
burstiness constraints, using these logic units. based devices [4] have lead the technology to a whole new class
of compact circuits with very low power requirements that can
be potentially integrated on a chip module. High-speed optical
gates capable of performing bit-wise Boolean logic [5]-{12],
clock recovery circuits [13]-[16], header separation and recog-
. INTRODUCTION nition techniques [17]-[22], optical flip-flops [23], and optical

PTICAL systems have rapidly expanded in capacity froshift registe_rs [_2_4], [25] with read/write capabili_ty [25]_are only
O early systems at 55 Mb/s to present commercial systeﬂ?f'%” ofthe ;lgmﬂcant progress made_upto nowin the flelq. Ho_vy-
with 10 or 40 Gb/s per wavelength. However, in these systeffée" despite thgse achievements, integration of functlonalltl_es
processing, switching and routing are still performed in tH8 @ System environment to perform lossless packet processing
electrical domain. As the channel rate continues to incread@d routing in the optical domain still remains an elusive target.
the effort for matching the optical and electronic speeds is dond" this paper, we present recent advances in the development
at a great cost and complexity and has already exceededoftéll'OpF'Ca_l signal-processing circuits and dlscussaschemefor
practical limits. As a result, switching and routing application&'€ realization of a recently proposed packet switch node. We
have to be shifted into the optical domain to allow successfégmonstrate all-optical Booleamb/xor logic up to 20-Gb/s
scaling of the switching capability of routers, so as to paata rates using a s_em|conductor optical amplifier (SOA)-ba}sed
compatible with the capacity of WDM transmission. To this endlltrafast nonlinear mterfgrometer (UNI) [12]. We also describe
low-complexity all-optical processing circuits can significanth NOvel clock recovery circuit [26] that has a very short capture
assistin relieving the network from undesirable latencies relatiigh€ and as a resuilt can be used to handle bursty-packet traffic.
to o/e/o conversions at the switching nodes. However, the usé @i!owing this, we describe a more complex circuit that per-
low-complexity optical switching, by itself, does not guarantef@rms “on the fly” packet header and payload separation. This
full bandwidth exploitation. The sporadic/bursty nature of traffi§ircuit consists of a packet clock recovery circuit andaam
requires on-demand use of bandwidth, so as to minimigate and its operation was successfully verified for 10.-Gb/s data
capacity waste when no information is transmitted. CurrentBRCkets [27]. Finally, we discuss the system perspective of these

deployed optical networks are circuit switched, and individu&Ptical circuits to build an optical packet switch [28]. The switch
can be implemented using the header extraction unit, a number
of cascaded\ND/XOR optical gates and a number ‘tfwitch-
Manuscript received December 3, 2002; revised April 10, 2003. This woeble” delay lines. It can in principle guarantee lossless commu-
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10 Gb/s. Finally, Section IV discusses the design and impl R on =
mentation of theoptical packet scheduling switcwith the = o - S PF o i
assistance of the optical circuits discussed before. _L_ Wy )\ [Son ] AN (e e0) N (I ) e
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Il. DIGITAL OPTICAL CIRCUITS: DESIGN AND | MPLEMENTATION Lﬁ
- ‘ ___________

A. AND/XORBoolean Logic Circuits

Single and dual rail logic operations as the Boole®n/X0OR H—
are crucial for any real processing application. Betin-gates
and XOrR-comparators are important to build complex opticdfig. 1. The principle of operation of a UNI gate in counterpropagating
circuits like binary adders [29], address recognition Schem%bmﬂgurauon performingND operation. If a second control pulse is introduced

. .. . ashed border), dual rail BooleanRr operation can be obtained.

[17]-[22], data encoders/decoders, or optical decision circuits
[6]. Digital AND is the most common Boolean function and
has been used in demultiplexing of optical time-division multeombination of two control pulses in the UNI affects the per-
plexing (OTDM) signals [30], [31], and wavelength conversioformance of thexor operation. The result of the logicabr
[32], [33], as well as 3R-regeneration [34]. For such operatiortsgtween the control signals A and B appears in port S.
the UNI is a very promising candidate, because its balancedrollowing, we present experimental resultaaeb/X0R logic
structure compensates for the long-lived nonlinearities of tlising the UNI gate at 20-Gb/s line rate.
SOA [10] and allows for its cascadability [31]. All-optical 1) Experiment: Three optical signals are used as inputs into
bitwise AND and XOR logic using the SOA-assisted UNI gatethe gate: control signals A and B, and clock signal, CLK. The
has been reported so far up to 100 [11] and 20 Gb/s [14,x0R B logic result is imprinted on the CLK signal, which is
respectively. held continuously to a logical 1 on input. Fig. 2 shows the block

Fig. 1 shows a schematic diagram of the UNI gate in @diagram of the UNI gate configured to perfostoRr logic.
counterpropagating configuration for single or dual rail oper- The optical signals were produced by two gain-switched
ation. As in other interferometric devices, the UNI gate reliedistributed feedback (DFB) lasers LD1/LD2 driven at 10 GHz
on measuring the differential phase change between the tared emitting at 1545.2 and 1554.6 nm, respectively. Both lasers
polarization components of the signal that must be switchguatpduced 9-ps optical pulses after linear compression. LD1
which is termed clock (CLK) signal in Fig. 1. On enteringorovided the optical CLK and Control A signals, whereas LD2
the UNI, the clock signal is analyzed into its two orthogonglrovided Control B signal. The output of LD2 was modulated
polarization components, which are relatively delayed for thesing a Li:NbQ modulator, driven from a programmable
purposes of measurement. The relatively delayed polarizatipnlse generator. All the optical streams had their repetition
components are obtained using a polarization split-and-del@age doubled by bit interleaving in a split-relative-delay-and-
(PSD) element that consists of a polarization beam splittexcombine fiber doubler and were introduced in the UNI gate.
(PBS), cross-spliced at 4%vith a length of polarization main-  The UNI gate itself consisted of two similar PSD structures,
taining fiber (PMF). The differential phase between the twdesigned to introduce and remove a relative delay of 25 ps be-
orthogonal polarization components is provided by the fafsire and after the SOA. The active element was a 1.5-mm bulk
nonlinearity of an SOA through its interaction with a seconthGaAsP/InP ridge waveguide SOA, with small signal gain of
control signal whenever this is present. To complete the UISD dB at 1558.9 nm and 80 ps recovery time, when driven with
gate, an identical PSD element is used at the exit of the SARA7-A dc current. The two control signals were arranged to coun-
whose purpose is to remove the relative delay of the polderpropagate the CLK signal in the SOA. Finally, the control
ization components and force them to interfere in a secosinal A and B pulses were synchronized with the relatively ad-
PBS. In the absence of any control pulse the incoming clognced and delayed components of the CLK signal.
signal emerges in one of the ports of the second PBS, which2) Results: The performance of the gate was evaluated for
we call Unswitched-U port several control data patterns, including full duty-cycle signals.

The device is configured as anD gate, if one control pulse Here, we show results for Control A as a 20-GHz full duty-cycle
is introduced into the SOA, so that it coincides with one of thgignal and Control B as a 20-Gb/s pseudodata pattern that was
two clock polarization components. The control pulse imposebtained by driving the modulator at various frequencies with
alocal, time dependent, refractive index change in the SOA tttifferent duty cycles. At the output of the repetition doubler,
causes a relative phase changerdfetween the two compo- the pattern obtained consisted of a series of alternating “1s” and
nents, so that after interference in the output PBS, the total §6s” followed by a number of consecutive “1s,” and at the end
larization vector of the clock signal rotates by’9th that case, an equal series of alternating “1s” and “0s.” By readjusting the
the output pulses appear at the second port of the PBS, whishdulator drive frequency and pulse width, it was possible to
we callSwitched-$ort. In order to perform dual rador logic, obtain patterns with different number of consecutive “1s.”
a second counterpropagating control pulse is introduced in thé=or successful Booleator operation between A and B, both
UNI. This control pulse is temporarily synchronized with theontrol signals must be present in the gate and the switched port
second clock signal polarization component and is arrangednaist record a logical “1” if either control pulse is “1,” and a
impose ar phase change on this component too. With this alegical “0” if both control pulses are “1” or “0.” Fig. 3 illus-
rangement and whenever the two control signals are present,ttiages the logic output of the gate with data for the four logical
relative phase difference between the polarization componeatsnbinations of Control A and B. Control B is a 32-bit-long
of the clock becomes zero again at the exit PBS. As such, theeudodata pattern that was obtained by driving the modulator at
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Fig. 2. Block diagram of the experimental setup XaR logic operation.

625 MHz. Bit-by-bit checking proves that correcr operation
has been obtained. The contrast ratio betweeotherr states
of the switch port of the gate was 6:1 and the required energi
of CLK, Control A and B pulses were 2.5, 15, and 4 fJ, respec-
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tively. The difference in switching energies between A and Bg. 3. Switched port output for the four logical combinations of Control A

pulses is a result of modal gain difference in the SOA. Note t
the switching energy values are indeed low. This implies that the
gate can in principle operate in an integrated circuit optimize =
for low losses without the need for external signal amplificatior ~&
The switching quality of the gate depends strongly on tt B
precision by which the optical signals are synchronized ar 3
is expected to degrade in the presence of timing jitter. Th _:
degradation was evaluated by recording the change in t &
switched bits, as the arrival time of Control A was varied witl
respect to the arrival time of the other two signals. Fig. &
shows the variation of the power in the S-port of the device ar :5
indicates that the temporal window within which the outpu
degrades by 3 dB is about 30 ps wide. This large value of tl
switching window is in part due to the relatively long pulse:
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used, but nevertheless shows that the device will be toleram

to timing jitter in the incoming data signals. Fig. 4. Temporal window: dependence of the S-port output power as arrival of
In conclusion, it is worth mentioning that dual rail logic ex-Control A varies.

periments (i.e XOR operation) at 20-Gb/s data rates using SOA-

based optical gates is, to our knowledge, the highest reportedhifimize bandwidth waste in synchronization, clock recovery

far, and that is mainly due to the slow relaxation time of thgircuits must provide instantaneous clock signal generation at the

SOA used. However, the significant progress made during theginning of the packet and immediate clock signal termination

last few years toward reducing the relaxation time in SOAS rgt the end of the packet. Rapid clock signal termination is

veals that the operational speed of optical gates may in prinCiplgrticularly required for clock recovery units designed for use

be increased. For example, quantum dot devices with gain fie-a||-optical circuits with all-optical gates. This is because

covery time less than 3 ps have been recently demonstrated [3ghtinuing clock signal generation in the absence of data packet

and several techniques for speeding up the carrier recombinalith | will lead to extraneous logic outputs from the optical
time in bulk semiconductors have been developed, including Qpsyes and errors in the circuits. To avoid these errors, guard

tical pumping at transparency [36] and continuous-wave (C )inds between the packets must be used, reducing channel

assist light injection [37]. bandwidth efficiency. It is therefore highly desirable for the
) o local clock recovery unit to be capable of generating a clock
B. All-Optical Packet Clock Recovery Circuit signal of duration, ideally, equal to the length of each packet.
Clock recovery circuits are front-end units used to genera&everal techniques have been proposed so far for all-optical
the local clock signal, to assist in performing data recovegjock recovery. These include synchronized mode-locked ring
in a receiver, and to provide the means for synchronization lesers [13], [14], electronic phase-locked loops [15], use of
the following layers of gates used in digital signal processing.tuned Fabry—Pérot (FP) etalon [39] and self-pulsating DFB
In all-optical packet-switched network nodes, clock recovetgsers [16]. Ring lasers, phase-locked loops, and FP etalons
circuits are likely to be used to provide the clock signal of allbn their own are not suitable for data packets because they
optical logic gates of the type discussed in the previous sectioequire a continuous data stream as input and they require a
Compared to circuits used for synchronous digital hierarchiglatively long time to synchronize. Self-pulsating DFB lasers
(SDH) data transmission, packet clock recovery circuits haaequire phase locking within a few nanoseconds, and their
special requirements, since they must accommodate burstindesk signal persists in oscillating for more than 100 ns after
in traffic. In the general case, packets arriving in a node frothe data signal ceases [40]. Even though these units are mature
different destinations will be neither synchronous with respeahd proven in applications for clock recovery for burst-mode
to each other nor of necessarily equal length [38]. In order taansmission at up to 40 Gb/s [38], [40], due to the long
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persistence of the generated clock signal they may not fr=================- T T T T T T T T IRATERE
ideal for powering all-optical logic circuits. : b RECOVERY CIRCUIT 1

I 1

In this section we present a packet clock recovery circu :1;2992;126;1: ED sispier [ED |I Ed > :
that uses an FP etalon tuned to the line rate and a high-spe : = l: c',,:.:. § Part!
amplitude equalization function that is provided by the nonlinez i - :: ik UNI :
switching function of a UNI gate. The operation of the device ; [ o IP“’“G"'""I:: o :
1

packets at 10 Gb/s [26]. Key features of this technique are that
clock acquisition is achieved within a small number of bits anglg. 5. Block diagram of the packet clock recovery experimental setup.
is independent of the line rate, and the derived clock signal
persists, approximately, only for the duration of the origingl.e., ~4 ns duration) packets arriving with a period of 12.5 ns.
data packet. Other practical advantages of the circuit are tigg. 6(a) displays an example of the packets in the data stream
it is self-synchronizing, it does not require high-frequenciind Fig. 6(b) shows the electrical spectrum of the data packet
electronic circuitry, and at least in principle it may be integratedequence. Fig. 6(c) and (d) shows the corresponding output
Clock recovery with this approach is therefore particularlitom the FP etalon. Note that this is a clock-resembling signal,
applicable to optical packet switching and is expected to assig§hly amplitude modulated, whose length is roughly equal to
the implementation of more complex processing circuits towaghe original packet length, extended at its leading edge by the
optical packet routing, as will be discussed in Sections Ifise time of the FP and at its trailing edge by its lifetime. The
and IV. effect of the filter is primarily to suppress all data modes outside
1) Experiment: The experimental setup of the packet clocis full-width at half-maximum (FWHM) (i.e., 500-MHz band
recovery is depicted in Fig. 5 and consists of two parts: the ogentered at the line rate 10.326 GHz), as shown in Fig. 6(d).
tical packet generator and the clock recovery unit that comprisesBy inserting this clock-resembling signal as control into the
an FP etalon and a UNI gate. The circuit takes advantage of bR, copolarized with one of the CW components in the SOA,
decaying exponential impulse response function of the filter, énnearly equal amplitude clock packet is obtained at the S-port.
order to partially fill the “0s” of the incoming data stream by preThe output clock packet is depicted in Fig. 6(e), revealing an
ceding “1s,” and of the nonlinear transfer function of the UNAmplitude modulation (highest to lowest pulse ratio) of less than
gate to equalize the partially filled “1s.” This arrangement ret.5 dB. The contrast ratio between thie-OFF states of this port
sults in a clock signal with nearly constant amplitude and durgf the gate is 50:1. The corresponding RF spectrum is shown in
tion nearly equal to the input packet. Fig. 6(f), where it is evident that all data modes are suppressed
The circuit was tested at 10.326 Gb/s in order to match theexcess of 35 dB compared to the 10-GHz clock component,
free spectral range (FSR) of the available FP etalon. For tile the 80-MHz spaced packet subharmonics remain unaf-
generation of the optical packets, a gain-switched DFB lasetted. The rms timing jitter of the extracted packet clock was
(LD1) at 1.29075 GHz was used to produce 8-ps pulses rakasured by microwave spectrum analysis and was found to be
1549.2 nm. The optical signal was then modulated with-aR |ess than 1 ps. Switching power and mean energy per pulse for
pseudorandom bitstream electrical signal and three-times ¢ CW and the control signal were 1 mW and 120 fJ, respec-
interleaved to generate a 10.326-Gb/s pseudodata streamivAly. These two parameters determine the saturation level of
second modulator, driven from a programmable pulse gengeife SOA and enable the control pulses to affect a differential
ator, was used to form the optical packets at the input of th@ase change of roughtybetween the two components of the
clock recovery unit. The packet stream was then launched@w signal.
the FP etalon. The finesse of the filter was 20.7, correspondingCompared to the original data packets, the derived clock
to a lifetime roughly of 7 bits. The output of the FP was thepackets are extended at their leading and trailing edges due
amplified and was introduced as the control signal in a UN$ the lifetime of the FP filter. However, due to the saturation
gate. The optical gate was powered by a CW signal obtainggbperties of the SOA, the rise time of the packet clock signal
from a second DFB laser (LD2), operating at 1545 nm. The tw@ much shorter than its decay time or the lifetime of the FP. In
signals were arranged to interact in counterpropagating fashipe leading edge of the packet, the SOA is less saturated and
within the UNI gate. The UNI was optimized for 10-Gb/scan provide higher gain to the low-energy pulses that appear
operation, so that the PSD element (see Fig. 1) was desigagdhe output of the FP filter, so that they can cause enough
to provide 50 ps of differential delay between the orthogonghase shift on the CW component as well. For the entire set of
polarization components of the CW signal. The active elemetfe generated and evaluated packets, the recovered clock was
was again a 1.5-mm bulk InGaAsP-InP ridge waveguide SOfyund to have a rise time of less than 3 bits and a fall time of
The UNI operated as annD gate, and in the presence ofiess than 10 bits. Therefore if this clock recovery unit is used
control pulses, the outcome of the derived packet clock sigriat bit-wise processing of optical packets, fixed guard-bands
appeared in its S-port. of 3 bits before and 10 bits after each packet are required.
2) Results:Data packets of different length, period, anlearly, the rise and fall times of the clock recovery circuit and
content have been introduced in the clock recovery circiience the required guard-bands depend on the finesse of the
by changing the width, period, and delay of the electric@p filter. In turn, the finesse of the filter determines its ability
pulse that drives the second modulator in order to evaluate isiill the missing “1s” in the data packet and must therefore be

performance. Fig. 6 shows typical results obtained from thrtermined byhe expected sequence of continuous “Dsthe
circuit with input data traffic consisting of short, 40-bit-longdata stream.
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In order to study the performance of the circuit in terms o O e T e e T
the number of consecutive “0s” and “1s” in the data stream, Finesse

theoretical model has also been developed [26]. For this discus-

sion, we focus on the worst case scenario, whereby the padket?- Amplitude modulation at the output of () the FP filter and (b) the UNI
e, against the consecutive “0s” contained in the data packet and different

H - b ” t
conS|_sts ofa Se_quence of consecutive “Os foII_owed by 31 C_O%% finesse. (c) Leading and trailing edge of recovered packet clock versus FP
secutive “1s.” Fig. 7(a) and (b) shows the amplitude modulatigifesse.

at the output of the FP and the gate, respectively, as a function

of consecutive “0s” in the incoming packet for various filter fi- , - .
nesses. It is evident that an FP etalon of finesse 80 would ‘Heth's clock recovery circuit should be extendable to higher

required in order to handle packets containing up to 30 cons€@(es- I this case the guard-bands between packets will scale
utive “0s.” In that case, the nonlinear gate reduces the amplitu%l@ply with the bit period and will not increase in numbers
modulation by 16.5 dB, depending on the saturation level of i Pits- Recently, this clock recovery scheme was successfully
SOA. Fig. 7(c) shows the rise and fall times of the recover%d)p“ed to traffic of 10-Gb/s asynchronous short data packets

packet clock as a function of the filter finesse for the worst ca & ta}king advantage of the fact that it self-synchronizes and
packet described before. requires small guard-bands [41].

As expected, using an FP with a higher finesse assists inThe following section describes an application of this clock

reducing the amplitude modulation of the packet clock at tfigcovery circuit in an all-optical technique for the separation of
expense of slower rise and fall times in the derived signdl'e header from the payload of an optical packet.

In the case of data packets with up to 30 consecutive “0s,”
requiring a filter of finesse 80, the rising edge of the packet lll. A 10-Gb/s HEADER EXTRACTION CIRCUIT

clock is still only _3 bits long, while its trailing edge is 82 bits A very crucial operation in a packet switched node that lends
long. These 85 bits may be assumed to be part of the overhgagdis for execution with all-optical techniques is the “on the
associated with packet switching, and its severity depends @ separation and recognition of the address information em-
the protocol and the packet sizes employed. For exampiadded in an optical packet. Toward this goal, several methods
assuming 424-bit-long asynchronous transfer mode packethabe been proposed so far for the payload/header separation
10 Gbrs, this synchronization overhead is 16%, while for th¢7]—[22]. Even though these methods have demonstrated the
short end of IP packets (i.e., 40 bytes), this becomes 21f4-principle feasibiltiy of all-optical header extraction, the cir-
This overhead is not excessive, and it should be noted thatiifits proposed increase rapidly in complexity with the number
does not increase as percentage of the channel bandwidtib@seader bits and the length of the packet.

the line rate increases. The rise and fall times of the circuitin this section, we describe a relatively simple, all-optical
are defined by the finesse of the FP as fixed numbers of bitsader extraction circuit that consists of the clock recovery cir-
and are independent of the rate. Given that the UNI gate hast described before, with an additional UNI logic gate at its
been shown to operate at significantly higher data rates [1bltput. Successful operation of this unit has been demonstrated
by choosing an FP filter of the appropriate FSR, operatidar 10-Gb/s synchronous short data packets [27]. This method
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does not make use of any high-speed electronics and requiri Izz_lmcmmi imse s I i HEADERPAYLOAD 'E
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The block diagram of the proposed circuit is shown in Fig. 8 fgﬁgoﬂvléﬁgocgcm — ':

The circuit consists of three subunits: the previously describe':

optical packet generator and packet clock recovery circuit an LDz i
an additional high-speed UNI gate (UNI 2), built identically to E o gl i
UNI 1 as shown in Fig. 8. The output of the packet generatCt---======= = oot [ ——

is split into two parts: one used as input in the clock recover , , o
circuit and one to enter as data signal in UNI 2. The extractgl/?' 8. Block diagram of the all-optical header/payload separation circuit.
optical packet clock signal that persists for the duration of the

original data packet is used as the control signal in UNI 2. Fggsigned to header, a guard-band of two “0s” between header
header separation, UNI 2 is configured to perform asimp2  and payload, and finally 18 bits for the payload. More pre-
logic operation between the original incoming packet streagisely, the headers of the packets shown in Fig. 9(a) are the
and a delayed version of the recovered packet clock. Succesgiuences “01 011 001" and “10 111 000,” and their respective
header extraction is obtained if the original packet and the gxayloads are the sequences “001111001000110010" and
tracted clock are relatively delayed in time by an amount equalp1 001 101 111 000 001.” Note that the last packet formatting
to the packet address length plus the rise time required for clagiyuirement for a guard-band between consecutive packets of
acquisition. As such, the packet clock is delayed in an optica least 18 “0s” (2 preamble bits 8 header bits+ 8 fall time
delay line, so that only the payload bits of the original packejts, i.e.,~1.8 ns) is satisfied by the period and length of the
fall within the window of the recovered clock and are thereforgcoming packets.
switched at the output of the gate. In this fashion, header infor-gig. 9(b) illustrates the output of the packet clock recovery
mation appears at the U-port of UNI 2, since there are no clogfcuit as it enters UNI 2 that is properly delayed &y ns,
pulses to switch the gate and the payload data exits from S-pQyih respect to the original packet. To complete the header/pay-
In order to assist the header extraction process, there are thigg| separation task, the synchronized packet and self-extracted
packet formatting requirements for the incoming data signal thgbck signals are logicallgnped together in UNI 2. Fig. 9(c)
have to be considered. Due to the very short but nonzero rise i@ (d) show the headers and payloads of the packets at the U-
fall times of the paCket clock recovery circuit that stem from thgnd S_ports’ respective|y_ The puise energies required for the
storage property of the FP filter, a number of consecutive “1gjgnals interacting in UNI 2 were 2 fJ for the data pulses and
at the leading edge of the packet and a fixed guard-band of “G8{ ] for the packet clock pulses. As seen, the switching energies
between packets are required. The “1s” at the front of the packgUNI 2 are significantly lower that the corresponding energies
and the “0s” at its end have to persist for the duration of thg UNI 1 of the clock recovery circuit. This is because in UNI
rise and the fall time of the clock recovery circuit, respectively. the SOA operates under heavy saturation, so as to remove the
Additionally, in order to avoid switching with the first imper-amplitude modulation of the clock resembling output from the
fect bits from the packet clock, a number of consecutive “OSgp filter. The average contrast ratio betweendheorr states
equal to its rise bits, is also required in between payload agflun| 2 is 8:1 for the payload (S-port) and 6:1 for the header
header information. Moreover, the guard-band of “0s” betwe%[]_port)_ The data patterning observed in F|g 9(C) and (d) is
successive packets has to be further extended, so as to takepgf@arily due to imperfect rate multiplication and can be largely
account the delay required between original packet and packgninated if a proper 10-Gb/s transmitter source is used.
clock. As a reSUIt, the bandwidth efﬁCiency of the tEChnique, The proposed technique offers the advantage of serial,
determined by these requirements, increases for packets Vghby-bit processing on a packet-by-packet basis with small

smaller header-to-payload ratios. associated bandwidth overhead, as a result of the fast, self-syn-
chronization capability of the clock recovery circuit. Finally,
B. Results the circuit can easily handle packets of any length or with any

In this experiment, packets of different length, period, ar@ddress to payload ratio with no increase in its complexity. In
content have been generated by rate multiplication with tfct, for packets with different address lengths, one has only to
packet generator circuit, used in the experiments describdter the temporal delay between the optical signals at the input
in Section 11B, and were used to test the performance of teé UNI 2.
header extraction circuit at 10-Gb/s nominal rate. Fig. 9(a)
shows typical results for two such packets at the input of IV. OPTICAL PACKET SCHEDULING SWITCH
UNI2. In the examples shown here, the packets are 30 bits ) ) ) _ )
long (~3 ns duration) and arrive at 6.2-ns time intervals. For signals transmitted in optical networks, the need to avoid
In this case, the FP used had a finesse of 20.7, resultingOii¢/0 transitions and to perform as many processes as possible
packet clock rise and fall times of 2 and 8 bits. As a resulf) the optical domain has been a long-established aim. The re-
these time constants require that the packets used here camt technology maturation and advances hold promise that the
formatted, so as to contain two “1s” as preamble bits, 8 bitslfillment of this long established goal is closer to hand. Even
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header  payioad Feader | payioad @ On arriving at the node through an incoming link, the packet

P i i H ‘ stream enters the header extraction circuit. This circuit com-
3 L JMM ‘ ! M ’ prises a packet clock recovery circuit, which in conjunction with
' anAND gate performs header separation on each packet, as pre-

viously described in Section Ill. This same clock recovery cir-
(b) cuit also provides the clock signal to be used for powering all

] the following optical gates in the fabric and for new header rein-
‘ sertion, or the control signal for the switches incorporated in
the Scheduler. The extracted address information is then pro-

cessed in the header processing unit. The aim of this unit is to
recognize each packet address information and to generate the

AL ﬂw\ﬁ ' ; required signals that will determine the specific route for each
5 d{ b packet, internally, in th&cheduleand the states of the switches

Eheadc;:5 3headerE ©)

:  ———— employed in the switch fabric, as well as to generate the new
. payiead . payload @ headers for the data packets.

5 ‘ ‘ ' In principle, part of these operations can be performed
W.‘ F M “ !m! p all-optically using a local address generator [22], a series
of optical gates for header matching, followed by optical
flip/flops [23] and a wavelength converter [32], [33] for the
Fig. 9. (a) Typical data packets and corresponding (b) recovered-dela);gé:overed _paCket clock, in quer to obtain the Control signal
packet clocks. Packet (c) headers (U-port) and (d) payloads (S-port) at {Ré the switches. More specifically, the extracted header on
output of UNI 2. The time and amplitude scale is 500 ps/div ang:B0div,  input to the processing unit is compared with each possible
respectively. locally generated address. This may be performed using
eitherxor comparators [12], [42], or optical gates in different
though deep processing for the routing of optical packets migtanfiguration for the generation of correlation pulses [7], in
still be performed in the near future by high-speed electroniasgse the incoming header matches the local one. The output
progress has been significant in optical pattern recognition acmtrelation pulse can be used to input an optical flip/flop that
routing [17]-[22]. As discussed in Sections Il and Ill, the modean change between two different CW wavelength statgs (
ules described possess key functionalities that may be useddnd ), so as to set it in the desired state (wavelength). In that
the implementation of an all-optical packet switched node. imay header information is shifted into the wavelength domain
this section, we describe the application of digital optical cif21]. The generated CW signal powers a wavelength converter,
cuits, toward the realization of theptical packet-scheduling whose state is controlled optically by the previously generated
switcH. The concept and architecture of the optical packepacket clock. The\-converted packet clock signal forms the
scheduling switch is described in detail in [28] and here the disentrol signal for the following optical switches used in the
cussion focuses on its implementation using the optical moduesheduler and the switch fabric, so as to map out a specific
described previously. route, according to the wavelength information.
The block diagram of this switch is depicted in Fig. 10. It Before entering the Scheduler units, the packets have their
is designed to guarantee lossless communication, for sessing® addresses reinserted using a UNI gate that perfaors
that obey a specifieddurstines$ property, and to tolerate the logic operation. In practice, the new header and payload would
delay induced when transforming them into smooth sessiamg properly synchronized before tker gate in a way so as to
through the use of input flow control. The optical packet-sche@de sequentially imprinted on the packet clock, as discussed in
uling switch may comprise six subunits: Section II. The Scheduler can in principle consist of a series of
1) the packet clock recovery circuit for packet-bit synchro# selectable fiber delay stages,f, andD,,,/) connected with
nization; m 2 x 2 exchange-bypass switches that may be controlled opti-
2) the header extraction circuit, which incorporates theally. High-speed all-optical exchange-bypass switches can be
packet clock recovery functionality; easily implemented, based on a special configuration of UNI,
3) a header processing circuit that solves the packet routitligit incorporates two inputs and two output ports. In the absence
algorithm for all packets, so that they may be routed tof optical control pulses, the switch operates in the BAR state,
their desired outgoing links, and at the same time ensu@3d both data inputs pass straight through to the output ports.
that no contentions occur within the switch; On the other hand, if control pulses are present, the switch is
4) anxoRr gate for header reinsertion; in the CROSS state and the two data inputs are interchanged
5) a time slot interchange unit—term&gtheduler—whose at its output [43]. The state of the exchange-bypass switches is
role is to implement programmable delays betweeset by the header processor output, so as to define the matrix of
packets, as defined by the header processing unit, andssible packet delays in order to avoid internal collisions and
rearrange them, avoiding internal collisions; resolve contention in the node [28].
6) a switching fabric for packet routing to their desired out- Finally, the packets enter the optical switch fabric, whose role
going link that can be electrically or optically controlledis to route the appropriately time-delayed optical packets to their
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requested outgoing routes. Several topologies have been pmlevices is minimized by incorporatingx22 optical switches
posed so far for implementing an M N switch fabric using triggered by packet clock signals.

discrete switching devices [44]. All these topologies can be in

principle implemented in the optical domain using either a set V. CONCLUSION

of UNI gates configured to perform simpleiD logic or wave- )

length converters and wavelength-selective elements, or ev: P{V‘? _have demonstrated the successful operaﬂo_n OT a number
SOA gate arrays in a more robust implementation [45]. Alternd! critical modules that are needed for the realization of an

. . . . all-optical packet node. We have also discussed how these units
tively, an equal series of 2 2 optical exchange-bypass switches

can be incorporated, as depicted in Fig. 10. All these implcan be integrated to perform packet switching. The modules op-

: S } rate without the need for high-speed electronics and possess the
mentations offer significant performance advantage, since lity for “on the fly” signal processing on a packet-by-packet

internal optical paths of the switch fabric can be optically rg5asis with small bandwidth overhead, avoiding the requirement

configured on the bit level. for optical buffering. Even though the realization of a “true” op-
The main concept of the switch is to re-arrange incomingtal packet switch has not yet materialized, the rapid develop-

packets in a way that each packet requests a different outgoifignt and maturation of all-optical technology is likely to lead

link. The scheduling algorithms and the correct packet delay this soon.

are determined by the header processing unit. A unique fea-

ture in the scheduler concept is its modular design, as it can ACKNOWLEDGMENT
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